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Abstract

Ambient IoT (A-IoT) aims to connect hundreds of billions of

ultra-low-power and battery-free devices, which has been

included in the agenda for 6G standardization by 3GPP.

Backscatter communication is considered the mainstream

enabling technique for A-IoT; however, current state-of-the-

art can hardly meet A-IoT’s main technical requirements

simultaneously: power consumption below 100 µW, commu-

nication ranges up to 100m, and 100+ concurrency. This

paper presents NanoScatter, the first backscatter network

with each tag implemented using our customized backscat-

ter communication ASIC. We propose a nanowatt wake-up

receiver design and a sensitivity-driven downlink/uplink

modulation mechanism to carry out the ASIC, which enables

minimizing the tag’s power consumption and long-range

communication. NanoScatter supports concurrent com-

munication of 6 IC-based tags with a subcarrier capacity

of 512, achieving communication distances of 66m indoors

and 100m outdoors. The tag consumes 1 µW in idle listen-

ing, with the core circuit using 58 nW and 43 µW during

communication.

CCS Concepts

• Networks → End nodes; • Hardware → Integrated

circuits.
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Figure 1: NanoScatter employs a system-IC co-design

approach. (a) Chip tray with 50 customized backscatter

dies. (b) Concurrent tags, each built around one die.

1 Introduction

Ambient IoT (A-IoT) aims to connect hundreds of billions of

ultra-low-power and battery-free devices, which has been

included in the agenda for 6G standardization by 3GPP [1, 2].

Ultra-low-power means the capability of maintenance-free

operation for years. 3GPP technical report provides A-IoT’s

application scenarios such as automated warehousing, elec-

tronic shelf labels, forest fire monitoring, and smart farms.

These crucial applications require the following key perfor-

mance indicators (KPIs) [2]: (1) The power consumption shall

be less than 1 µW for passive devices (battery-free) and 1 µW

to 100 µW for semi-passive devices (no battery replenish-

ment) to minimize maintenance cost. (2) The communication

range of both downlink and uplink shall be tens to hundreds

of meters to cover most indoor and outdoor applications. (3)

The network shall support node density ranging from 1 to 15

per square meter which translates to hundreds to thousands

of devices within a cell’s coverage area.

Backscatter communication is widely considered as a key

enabling technique for A-IoT. Over the past decade, numer-

ous efforts have been made to advance backscatter system

design [3–14]. However, despite these advancements, the

current state-of-the-art (SoTA) still leaves performance gaps

compared with 3GPP’s A-IoT vision:

(1) Unreliable power estimation:Without IC integra-

tion, it is impossible to evaluate the system performance un-

der real µW power constraint. Complete IC integration needs

to address circuit-level challenges and incurs half a million

dollars in tape-out expenses. The µW-level communication

claimed in the literature is normally obtained by simulating

with limited function blocks. In particular, existing work

only simulates certain uplink components, primarily the

modulator logic and RF switches [3, 4, 7, 8, 10, 15–17], while

https://doi.org/10.1145/3680207.3723476
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overlooking essential modules such as clock generation or

power supply circuits. However, these neglected modules

account for a large portion of the power consumption in the

backscatter baseband [18, 19].

(2) Underexplored downlink design: In A-IoT, the re-

ceiver spends more time in downlink mode than in uplink

mode, even though the volume of uplink data is typically

greater than that of the downlink. This is because IoT de-

vices must remain active to listen for network management

signals from the gateway. For instance, a forest sensor needs

to frequently upload data to the gateway (uplink), but it must

continuously listen for gateway instructions to determine

when to transmit (downlink). However, existing designs are

overly optimistic regarding the downlink receiver’s power

consumption and sensitivity. Passive envelope detectors con-

sume zero power but generally suffer from poor sensitiv-

ity [20–22], limiting downlink communication ranges to

around 10m, which is 1 − 2 orders of magnitude shorter

than A-IoT range requirements and backscatter uplink coun-

terparts. Conversely, recent low-power downlink designs

aim to improve receiver sensitivity, but their power con-

sumption reaches hundreds of µW, 1−2 orders of magnitude

higher than the power required for backscatter communica-

tion [23, 24].

(3) Synchronization challenge for high-concurrency

communication: Existing high-concurrency solutions pri-

marily focus on achieving concurrent uplink backscatter

communication, but they underestimate the challenge of

achieving high-accuracy synchronization [4, 8, 16, 25]. These

high-concurrency designs rely on sample-level accurate syn-

chronization, which can only be accomplished by active

receivers consuming hundreds of µW [26]. Such high power

consumption can cause a long-life-span IoT device like Apple

AirTag, to reduce operational time from ∼1 year to around 4

months.

To bridge those performance gaps, we present NanoScat-

ter, the first backscatter communication network with tags

implemented using our customized backscatter communi-

cation ASIC, where the tag’s standby and communication

power levels are nW and µW respectively. NanoScatter

supports concurrent backscatter communication, with a ca-

pability of 6 tags demonstrated under current experimental

conditions, while the subcarrier capacity can accommodate

up to 512 tags. Our design approaches are as follows:

(1) System-on-chip (SoC) integration. By integrating

all essential circuits into a single chip (as shown in Fig. 1),

our system-IC co-design approach ensures no critical circuits

overlooked. This integration, for the first time, allows for

comprehensive verification of µW-level concurrent backscat-

ter functionality.

(2) Wake-up first downlink workflow. We employ a

nW-level wake-up receiver that continuously monitors the
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Figure 2: Required sensitivity of tag receiver and

backscatter receiver based on path loss analysis [27].

channel at a low rate. The high-power synchronization cir-

cuit is activated only for microseconds just before backscat-

tering, ensuring that the tag’s power consumption remains

extremely low when it performs idle listening.

(3) Sensitivity-driven long-range design. The design of

the on-tag downlink demodulation and uplink modulation is

based on specific sensitivity requirements. As illustrated in

Fig. 2, we analyze path loss under the long-range requirement

to determine the necessary sensitivity levels for the tag’s

downlink receivers and the backscatter Rx. The sensitivity of

the backscatter Rx further determines the uplink modulation

scheme, ensuring that the total noise power in the subcar-

rier is squeezed below the backscatter power, providing a

sufficient signal-to-noise ratio (SNR).

Based on the approaches, we propose the following de-

signs to build an ultra-low-power, high-concurrency, and

long-range backscatter communication network that meets

A-IoT’s main technical requirements:

Design 1: Nanowatt wake-up receiver for downlink.

The wake-up receiver listens for specific wireless signals in

the channel and activates subsequent circuits. By employing

a power-efficient circuit structure, reducing active compo-

nents andminimizing the frequency and voltage of necessary

active circuits, we achieve nW-level wake-up (without volt-

age regulation) while meeting the sensitivity requirement. To

mitigate potential false triggers which could lead to unneces-

sary waste of stored energy, we propose a patterned wake-up

approach instead of edge-triggered wake-up. This reduces

the false trigger probability by approximately 3.3× 10
4
times

under the optimal threshold, compared to the edge-triggered

wake-up used in SoTA [8, 10, 14, 21, 22, 28, 29].

Design 2: Fine-grained synchronization protocol and

synchronization receiver to counteract random wake-

up delays. We design a synchronization receiver with a

high sampling rate of 1MHz without sacrificing sensitivity.

The protocol ensures that the receiver is only temporarily

activated to conserve power. By modeling the wake-up delay

from the nanowatt wake-up receiver in Design 1, we observe

a significant random distribution in wake-up times, which

poses challenges for successful synchronization within a

short time window. To address this, we develop a multiple-

chance synchronization protocol that can tolerate a max-

imum random delay of 2.8ms for any tag in the network,



fully covering the range of randomwake-up delays.With this

protocol, our synchronization receiver achieves 1 µs synchro-

nization accuracy while reducing synchronization power by

54% using an early-exit mechanism.

Design 3: Narrow-bandOFDMAuplink for long-range

concurrent transmissions. To achieve both long-range and

concurrent backscatter communication, we adopt narrow-

band OFDMA which reduces in-band noise power through a

narrow spectrum slice. We design a baseband that provides

modulation programmability and select a 312.5 kHz band-

width to ensure that the in-band noise of each subcarrier

is minimized. Additionally, we set the subcarrier length to

512 samples, which significantly reduces the noise power in

each tag’s subcarrier, providing over 30 dB high SNR for the

worst-case deployment. Ultimately, our narrow-band design

accomplishes high concurrency and extended range at the

same time. Coupled with a high-sensitivity wake-up receiver,

this uplink design allows our tags to communicate from any

location between the transmitter and receiver, even when

separated by distances of up to 100m.

As shown in Fig. 1(b), we built NanoScatter tags using a

taped-out integrated circuit along with the necessary periph-

eral passive components. The IC measures 2mm × 2mm,

and contains all active function blocks, including the wake-

up receiver, synchronization receiver, backscatter circuits,

and clock and power generation circuits. The basestation

Tx and Rx were developed using USRP, and the system was

evaluated to achieve the following results:

• NanoScatter tag consumes 0.058 µW without a low-

dropout regulator (LDO) and 1 µW with an LDO, achiev-

ing a sensitivity of -51 dBm in idle listening mode. In

synchronization mode, it consumes 61.4 µW at -54 dBm

sensitivity, and 43 µW during backscatter communica-

tion. The Idle listening power is reduced by 50× compared

to the SoTA [26].

• NanoScatter tags can achieve sub-1 µs sample-level

synchronizationwhich enables high concurrency backscat-

ter communication, with experimental support for 6-tag

concurrency and a subcarrier capacity of 512.

• NanoScatter tags can communicate at any location

between the Tx and Rx, with Tx-Rx distances of 66m and

100m indoors and outdoors, respectively.

• The tag can also operate without batteries, thanks to

the integrated RF energy harvesting circuits. Instead of

using an expensive and bulky supercapacitor, the energy

storage medium is a 10 µF-level MLCC capacitor.

2 System Overview

As shown in Fig. 3, our system operates in four main stages:

(1) Idle Stage: Both the transmitter (Tx) and tags remain

in idle mode. The tags continuously listen at a power

consumption level of only tens of nanowatts.

Tx/Rx Tag A Tag B

1. Idle listening

Tx/Rx Tag A Tag B

1. Idle listening2. Send wake-up signal

3. Send sync. signal

4. Concurrent backscatter

Figure 3: System overview.
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Figure 4: Timing diagram of communication.

(2) Wake-up Stage: The Tx transmits a wake-up signal

to the tags. Each tag demodulates this signal, maintain-

ing the same low power consumption as in the idle

stage, and activates its main circuits upon successful

demodulation of the wake-up signal.

(3) Synchronization Stage: After transmitting the wake-

up signal, the Tx sends a fine-grained synchronization

signal. In this stage, the tags, with their main circuits al-

ready activated, perform precise synchronization with

the transmitted signal.

(4) Data Transmission Stage: The Tx sends a single-tone

carrier signal, allowing the tags to perform concurrent

backscatter for data transmission. Meanwhile, the re-

ceiver (Rx) performs parallel demodulation.

The timing diagram of the communication process is il-

lustrated in Fig. 4. Prior to and during the transmission of

the wake-up signal by the Tx, both tag A and tag B perform

idle listening at 1 µW power consumption. Upon receiving

the wake-up signal, tags A and B initiate the power-on pro-

cedures for the synchronization and backscatter circuits,

resulting in random wake-up delays. The Tx then sends a

synchronization frame comprising multiple subframes, al-

lowing tags A and B to achieve accurate synchronization

despite their different wake-up delays. Finally, the Tx sends

the single-tone carrier signal, during which tags A and B

perform concurrent backscatter using subcarrier frequencies

of Δ𝑓𝐴 and Δ𝑓𝐵 , respectively.

3 NanoScatter System Design

In this section, we explain the detailed design of NanoScat-

ter on nW-level wake-up receiver, fine-grained synchro-

nization, and narrow-band OFDMA uplink for long-range

concurrent transmissions.

3.1 Nanowatt wake-up receiver

Since idle listening is the default state for all NanoScatter

tags and significantly impacts overall power consumption,

the primary objective of the wake-up receiver design is to



meet the power budget for semi-passive or even fully passive

A-IoT devices. Additional goals for the wake-up receiver

include minimizing false alarms to avoid unnecessary energy

consumption and ensuring reliable wake-up functionality

to enhance the success rate of backscatter communication,

even in the presence of interference.

3.1.1 Meeting the power budget. To prioritize power

efficiency, we design a near-zero power wake-up receiver

based on two guiding principles: (1) Avoiding the use of

active components wherever possible, and (2) Minimizing

the power consumption of any necessary active components.

In line with the principles, we select OOK modulation for

the wake-up downlink.

The basic architecture of an OOK wake-up receiver com-

prises the following components: a matching network, recti-

fier, comparator, oscillator, and digital correlator. To meet the

power budget, we implement the following design choices:

(1) Employ a passive rectifier that operates without bias or

active amplification. (2) Minimize the clock frequency to

the lowest feasible level, as the power consumption of ac-

tive circuits is predominantly dynamic and scales linearly

with the oscillator’s clock frequency. The dynamic power

dissipation follows 𝑃 =
∑

𝑖
1

2
𝐶𝑖𝑈

2

𝑖 · 𝑓 , where 𝑖 represents the
𝑖th transistor, and 𝑓 is the clock frequency. (3) Reduce the

supply voltage of all active components to 0.4V, which is

significantly lower than the standard operating voltage of

1.1V for the IC process we use. We explain the detailed IC

implementation of each module in Sec. 4.

3.1.2 Reducing false alarms. The simplified wake-up re-

ceiver performing OOK demodulation is prone to false posi-

tive wake-ups triggered by noise or interference. False pos-

itive wake-ups (false alarms) are particularly detrimental,

as they will trigger the following high-power stages and

waste precious energy. Furthermore, when a tag is falsely

awakened by noise while others respond to the true wake-

up signal, it can cause leakage into other subcarriers due to

misaligned symbol timing, resulting in bit error rate (BER)

degradation.

To mitigate false alarms, we implement a 16-bit wake-up

pattern rather than relying on a simple rising-edge-based

wake-up scheme. This pattern-based approach significantly

reduces the likelihood of false alarms, with the probability

decreasing exponentially as the pattern length increases.

Suppose the wake-up receiver is monitoring an idle channel

filled with noise, the comparator output can be modeled

as a Bernoulli process generating binary outputs. Based on

this model, for a wake-up pattern of length 𝑁 bits and a

comparator output probability 𝑝 for bit 1 (with probability

1−𝑝 for bit 0), the false alarm occurrence for each comparison

clock cycle follows a geometric distribution. Its probability
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Figure 5: Expectations of false alarm period.

is given by:

𝑃𝐹𝐴 (𝑁 ) = 𝑝𝑎 · (1 − 𝑝)𝑁−𝑎, (1)

where 𝑎 represents the number of bit 1s in the stored local

pattern. The expected value of the false alarm period can

then be calculated as𝑇𝐹𝐴 =
𝑇𝑏
𝑃𝐹𝐴

, where𝑇𝑏 is the bit duration.

We then derive the false alarm period by varying the

number of bits 𝑁 and bit 1 counts 𝑎, as shown in Fig. 5.

With 𝑇𝑏 set to 4ms, Fig. 5(a) demonstrates that traditional

rising-edge wake-up (2 bits) has a false alarm period of 16ms,

whereas a 16-bit pattern increases the period exponentially

to 250 000ms. Fig. 5(b) shows the performance of the 16-bit

wake-up pattern under varying bit 1 counts, confirming that

𝑝 = 0.5 provides consistent performance across different

bit 1 distributions. We select a 16-bit wake-up pattern and

incorporate a dynamic threshold circuit to maintain a com-

parator threshold ensuring 𝑝 ≈ 0.5, and the circuit details

are elaborated in Sec.4.1.

We note that the overhead of pattern-based detection

arises solely from the duration of the pattern, as the compu-

tation process introduces no additional latency. The pattern

detector is realized by a group of shift registers that store

the historical output of the comparator in a first-in-first-

out (FIFO) manner. Consequently, correlation is performed

and completed within each clock cycle, ensuring real-time

operation without computational delay.

3.1.3 Warm-up signal for robust performance. Weadopt

OOK modulation to reduce the power consumption of the

wake-up receiver, but the typical OOK demodulator design

with a fixed threshold (i.e. the reference of the comparator)

[21] usually has unreliable performance due to the variable

strength of the wake-up signal and interference. Therefore,

we adopt a dynamic threshold circuit that adjusts the thresh-

old based on the past received signal strength. Unfortunately,

the dynamic threshold in low-power circuits can cause neg-

ative effects on demodulation. The root cause is that the

dynamic threshold is generated by a simple integration unit

that relies solely on historical power levels, making it un-

responsive to incoming wake-up signals. As illustrated in

Fig. 6(a), when the channel is idle, with no transmitted signal,
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the threshold tends to drop to a low level, leading to a loss

of sensitivity at the beginning of the next wake-up.

To resolve this issue, we design a warm-up sequence to

precede the actual wake-up pattern. This warm-up sequence

consists of alternating 1/0 bits, which assists the wake-up

receiver in adjusting the threshold to an appropriate level.

As shown in Fig. 6(b), the 1/0 bits elevate the comparator

threshold from an initially low level to a suitable voltage

level. Furthermore, we adopted DC-balanced Manchester en-

coding for the wake-up pattern to maintain the appropriate

threshold during the wake-up signal decoding. The complete

wake-up signal is depicted in Fig. 6(c), which includes the sta-

bilization 1/0 sequence followed by the Manchester encoded

wake-up pattern.

It is important to note that the warm-up sequence effec-

tively addresses the limitations of the dynamic threshold

in low-interference scenarios, while the dynamic threshold

itself ensures reliable performance in high-interference en-

vironments.

3.2 Fine-grained synchronization protocol

The top priority in the design of the synchronization stage is

achieving precise timing at the sample level, which is essen-

tial for high-concurrency backscatter. However, using the

wake-up receiver for synchronization is impractical due to its

extremely low sampling rate, which introduces a millisecond-

level offset. This offset can misalign thousands of samples

in the backscatter baseband, potentially causing concurrent

transmissions to fail. To address this, a dedicated synchro-

nization receiver is necessary to reduce the wake-up offset to

the microsecond level, corresponding to less than 10 samples

in the backscatter baseband. This offset can be effectively

managed by incorporating a small guard interval between

adjacent symbols, such as the cyclic prefix (CP) widely used

in 4G/5G and OFDM-based Wi-Fi networks. While the re-

ceiver requires high accuracy, its power consumption is less

critical because it is only activated temporarily.

3.2.1 Synchronization receiver circuit. Since the syn-
chronization receiver is activated only temporarily, our de-

sign focuses on achieving a high sampling rate without com-

promising sensitivity. The synchronization receiver (shown

in Fig. 7) follows a similar low-power architecture to the

LNA
Matching 
Network 

(*)^2

Active 
ED Comparator 

Subframe Decoder 

Correlator*4

Digital Logic

Figure 7: The synchronization receiver circuit.

wake-up receiver with two major differences. First, we in-

troduce an LNA to ensure high sensitivity across a higher

bandwidth. Second, we adopt current-biased rectifier with

lower threshold voltage to further enhance sensitivity. The

comparator samples the channel at 1MHz and streams the

bits to the digital correlator, which is capable of detecting

and decoding 16 predefined synchronization patterns, to be

further detailed in Sec. 3.2.6.

The necessity of using a digital correlator to detect pat-

terns, rather than relying on rising edge detection, stems

from two primary drawbacks associated with rising edge

detection: (1) False synchronization: the millisecond-level

variability in wake-up delay distribution allows both noise

and minor interference to trigger a rising edge. (2) Missed

synchronization: rising edges occur within microseconds,

making them easy to miss if a tag experiences a significant

wake-up delay. In the next section, we will analyze the wake-

up delay in more detail.

3.2.2 Wake-up delay components. The wake-up delay is
defined as the interval between the end time of the wake-up

signal transmission at the Tx and the start time of synchro-

nization stage at the tag. As shown in Fig. 8, it can be divided

into two main components: (1) Delay caused by the wake-

up receiver’s sampling time offset (STO), referred to as self

delay; and (2) Delay caused by the subsequent circuits, pri-

marily the start-up time of the backscatter circuit after the

wake-up receiver is activated.

(1) Self delay. The tag’s wake-up receiver samples the

wake-up signal transmitted by the Tx. Ideally, it should im-

mediately sample the envelope waveform and demodulate

the bits with time-domain alignment with the Tx’s symbol

transmission. However, in practice, the sampling moments

are determined by the rising edges of the receiver’s own sam-

pling clock, which is unsynchronized with the Tx’s symbol

clock. While this does not affect demodulation or successful

wake-up, the wake-up flag is pulled up after a delay relative

to the end of the wake-up signal at the Tx side. This delay,

caused by the wake-up receiver’s STO, is referred to as self

delay.

(2) Power-on delay. While the wake-up receiver mon-

itors the channel, the synchronization and backscatter cir-

cuits are fully powered down to conserve energy. Once the

wake-up flag is triggered, these circuits initiate their power-

on sequence. During this brief phase, the tag is unable to



Tx signal Wake-up Signal

Tag A

85ms 2.8ms 

Single tone

215.4ms

Time

Time

Wake-up Listening

Tag B
Time

Wake-up 
delay

Wake-up 
delay

Backscatter (ΔfA)Sync.

Sync.

Sync. 
Signal

Wake-up Listening Backscatter (ΔfB)

6ms 

1kHz 1MHz

1MHz1kHz

10MHz

10MHz

Tx signal Wake-up Signal

Tag state

Single tone

Time

Time

Idle listening

Total wake-up 
delay

BackscatterSync.

Sync. 
Signal

End of Tx’s
wake-up signal

Start of the 
synchronization stage1 2

Time

Sampling
points

Wake-up flag

Self delay Power-on delay1 2

Tx signal Wake-up Signal

Tag state

Single tone

Time

Time

Idle listening

Total wake-up 
delay

Backscatter

Sync. 
Signal

End of Tx’s
wake-up signal

Start of the 
synchronization stageTime

Sampling
points

Wake-up flag

Self delay Power-on delay1 2

Sync.

Figure 8: Wake-up delay components.

communicate. It is important to note that power-on delay is

an inherent hardware characteristic and cannot be entirely

eliminated. In a network with a single backscatter device,

this delay can be measured and compensated at the receiver.

However, in networks with hundreds or thousands of con-

current tags, variations in power-on delay among different

tags can introduce significant timing errors that exceed the

receiver’s ability to compensate.

3.2.3 Need for designing a power-on sequence. Power-
on process is required when the tag transfers from the idle

listening state to the synchronization stage after beingwaken

up. This is due to the mechanism of the wake-up-based low-

power IoT: all high-power circuits are powered off when

the wake-up receiver is listening, and powered on when the

wake-up receiver detects the wake-up signal.

A straightforward approach to powering on the synchro-

nization circuits is to sequentially activate all circuits af-

ter wake-up. However, this method, referred to as the basic
power-on sequence, introduces unpredictable wake-up delays,
which can lead to inefficiencies and errors in the communi-

cation process.

The basic power-on sequence proceeds as follows: Once

the wake-up flag is asserted, the voltage regulator circuits for

the backscatter system are enabled. This event triggers the

Power-On Reset (POR), resetting all register states within

the backscatter circuit. Meanwhile, the crystal oscillator for

the backscatter radio begins to oscillate, eventually reaching

full amplitude and a 50% duty cycle, making it ready to drive

the backscatter digital baseband. Finally, the power supply

circuit of an active OOK receiver is activated, allowing for

sample-level synchronization and subsequent backscatter

communication.

The total delay 𝑡total, basic of the basic power-on process is

expressed as:

𝑡total, basic = 𝑡wake + 𝑡power + 𝑡por + 𝑡xtal, (2)

where 𝑡wake represents the wake-up receiver’s self-delay

caused by the Sampling Time Offset (STO), 𝑡power denotes

the time between the power switch-on event and the voltage

regulation event, 𝑡por is the duration required for the POR

process, and 𝑡xtal is the start-up time of the crystal oscillator.

Together, 𝑡power, 𝑡por, and 𝑡xtal constitute the power-on delay.
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Figure 9: Power-on sequence design.

Directly constructing a probabilitymodel for the power-on

delay in the process above is challenging due to variations be-

tween tags. Simulations using Monte Carlo methods within

IC design software are also prohibitively time-consuming,

often taking weeks to produce a single result, making them

impractical for distribution analysis. In the subsequent sec-

tions, we introduce an optimized power-on sequence that

simplifies the acquisition of the chip’s delay distribution.

3.2.4 Power-on sequence design. The purpose of the

power-on sequence design is to minimize the uncertainty in

wake-up delays while reducing the active time of the LNA to

conserve power. This design is orchestrated by a scheduler,

which organizes the entire process and extends the power-on

completion to a more predictable moment.

As illustrated in Fig. 9, the scheduler postpones the LNA

power-on event by 6ms, making it the final step in the power-

on sequence. During this 6ms period, other circuits, primar-

ily the XCO and digital correlator, proceed through the stan-

dard power-on procedure in parallel. The standard power-on

procedure, commonly adopted, involves the LDO powering

up, which then triggers the Power-On Reset (POR), after

which the circuit becomes operational. For the XCO, an ad-

ditional start-up process is required before it is fully ready

due to the inherent characteristics of the crystal.

The delay duration of 6ms is determined based on simula-

tion results conducted under SS and FF process corners and

extreme voltage and temperature conditions. These simula-

tion results suggest a boundary around 5ms, leading to the

adoption of a 6ms delay to align with the 2 kHz scheduling

clock.

Benefit: This design simplifies the prediction of backscatter

timing by decoupling 𝑡total from the complex start-up pro-

cesses of the subsystems. An updated delay analysis will be

provided in the subsequent section.

Expense: The improved power-on process incurs a higher

communication overhead. However, this overhead is accept-

able for narrow-band communication. For instance, the typ-

ical frame length in NanoScatter is 326ms, and the 6ms

delay introduces an additional overhead of only 1.8%.

3.2.5 Wake-updelaymodel. Based on the improved power-

on sequence, the wake-up delay distribution can now be ac-

quired. Given that the scheduler now governs the conclusion

of the wake-up process, the total wake-up delay is influenced

by both the counter start time delay and the counter end
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time delay. Thus, the improved total delay 𝑡total_improved can

be expressed as:

𝑡total_improved = 𝑡wake + 𝑡schedule_6ms + 𝑡lna_power, (3)

where 𝑡wake is consistent with the delay in the basic power-

on process, 𝑡schedule_6ms represents the scheduled 6ms delay,

and 𝑡lna_power denotes the delay associated with the LNA

power-on process.

In this model, 𝑡wake remains a tag-unspecific delay, while

𝑡schedule_6ms and 𝑡lna_power are tag-specific delays. The 𝑡schedule_6ms

delay, which is centered around 6ms, is a random, tag-specific

delay influenced by clock jitter. Meanwhile, 𝑡lna_power is a ran-

dom, tag-specific delay typically in the microsecond range.

Both 𝑡schedule_6ms and 𝑡lna_power can be modeled as normal dis-

tributions. Here the term ‘tag-specific delay’ means that the

delay varies due to different tags’ transistor-level variations

in the fabrication process.

Given the prior knowledge of circuit behavior, we observe

that 𝑡lna_power ≪ 𝑡schedule_6ms, allowing us to omit 𝑡lna_power
from further analysis. Simulations of the 2 kHz relaxation os-

cillator’s period indicate that it follows a normal distribution

𝑁 (500 µs, 17 µs). Since 𝑡schedule_6ms comprises 12 periods, its

distribution becomes 𝑁 (6ms, 59 µs).
By summing these distributions, we obtain the combined

distribution for the total wake-up delay, as illustrated in

Fig. 10. The predicted total wake-up delay ranges from ap-

proximately 5.7ms to 7.3ms.

3.2.6 Synchronization frame. There are three require-
ments for the synchronization frame: (1) The synchroniza-

tion frame should provide multiple chances for the synchro-

nization receiver that operates with the delay modeled above,

indicating that there exist multiple synchronization elements;

(2) Each synchronization element should have strong auto-

correlation performance; (3) For those tags that synchronizes

to different synchronization elements, they should ultimately

be scheduled to backscatter simultaneously, as required by

OFDMA.
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Figure 12: Auto correlation comparison between ideal

Barker code and proposed combined code.

Tomeet requirement (1) and (3), the synchronization frame

contains 16 subframes, distributed in an time span covering

the wake-up delay. Each subframe is embedded with a 4-bit

ID, indicating the scheduled backscatter time; meanwhile,

each subframe also contains synchronization pattern. Each

tag is designed to decode this ID in parallel to the pattern

correlation process and immediately trigger a countdown

counter after successful correlation and ID decoding. This is

realized by using parallel logic written in Verilog.

We now introduce the bit-level contents in subframes to

meet requirement (2). Our idea is to combine multiple barker

codes to form a longer barker code as the subframe contents.

Barker codes are known to have ideal autocorrelation perfor-

mance. We choose an 11-bit Barker code ‘10110111000’ with

a 4-bit ID using overlay encoding. To be specific, each bit of

the 4-bit ID code XNORs with all 11 bits in the barker code,

as illustrated in Fig. 11, using subframe ID#3 as an example.

Then, we concatenate the 4 obtained groups of 11 bits in

sequence and construct the main part of a subframe. Note

that this part of bits only lasts for 88 µs, and the remaining

part of the subframe (another 88 µs) is filled with alternating

1/0, using the same warm-up signal in Sec. 3.1.3. We find that

the synthesized longer barker code can still have a good auto-

correlation performance. Fig. 12a shows the autocorrelation

result of the 11-bit Barker code working as an atom in our

subframe; and Fig. 12b illustrates the maxima and minima

curve of 16 combinations. The combinations of Barker code

can achieve similar performance when 𝑙𝑎𝑔𝑠 < 11.

Finally, we place these 16 subframes sequentially from

𝐼𝐷 = 15 to 𝐼𝐷 = 0 to form the complete synchronization

frame, lasting for 2.8ms. This leaves some redundancy com-

pared to the wake-up delay model.

3.2.7 Power saving strategy of the synchronization re-
ceiver. Now we present how the synchronization receiver

conserves power during the demodulation of synchroniza-

tion subframes, with the overall goal of minimizing its active

time. To achieve this, we design an early exit mechanism.

After being awakened and powered on, the synchronization

receiver performs demodulation and correlation until either

a subframe is detected or the maximum waiting time (the

duration of two subframes) is reached. At this point, the
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power saving strategy of the synchronization receiver.

power-hungry analog front end, primarily the LNA, is shut

down, and a counter is employed to schedule the backscatter

stage. The counter’s starting value is determined based on

the detected subframe ID: 𝑇count = 𝑇subframe × 𝐼𝐷 . This ap-

proach ensures that the counter reaches zero precisely when

the synchronization frame ends and the backscatter phase

begins. As a result, the high-power-consumption active Rx

only operates for a brief period, lasting around 0.25ms.

This power-saving strategy also supports concurrent syn-

chronization of tags that wake up with different delays. For

example, consider tags A and B in Fig. 13. Tag A wakes up

early in the wake-up delay distribution and is ready to use

the active OOK Rx to synchronize with the subframes. Since

the wake-up event occurs during the C15 subframe, tag A

misses the C15 subframe because the correlation result does

not reach the maximum. It then detects the C14 subframe, ob-

tains the countdown value of 14, and turns off the Rx to save

power. With this mechanism, the receiver is only required

to be on for at most two subframes. If the receiver remains

active for two subframes without successful synchronization,

it exits early, achieving an inner-frame duty-cycling effect.

Suppose that the synchronization circuit consumes power

𝑃sync_on when turned on and 𝑃sync_off when turned off, the

averaged power is:

𝑃average =
𝑃sync_on ×𝑇sync_on + 𝑃sync_off ×𝑇sync_off

𝑇sync_on +𝑇sync_off
. (4)

We can derive that our strategy saves power by around 54%

based on the measured data in Sec. 5.2.

3.3 Backscatter design

Once high-accuracy synchronization is achieved, concurrent

backscatter communication can be realized. One of the key

objectives of NanoScatter is to enable long-range oper-

ation at the hundred-meter level, which must also be sup-

ported in the backscatter uplink. To meet this challenge, our

design principle focuses on employing narrow-band OFDMA
to achieve long-range, concurrent backscatter communica-

tion.

The content is structured as follows: first, we introduce

the design of our baseband, which maintains programma-

bility even after ASIC implementation; second, we discuss

the narrow-band design and demonstrate how this approach

meets the link budget, facilitating long-range operations;

finally, we present the complete backscatter process, consid-

ering both the transmitter and receiver aspects.

3.3.1 Baseband design. As shown in Fig. 14, the backscat-

ter baseband consists of a generic phase modulator, RAM,

crystal oscillator (XCO), and an RF switch-based impedance

network. The generic phase modulator is the core compo-

nent of the baseband, responsible for frequency shifting and

data modulation. The RAM stores the modulator’s physi-

cal parameters as well as the payload bits, while the XCO

provides an accurate local clock for the modulator.

The generic phase modulator is inspired by the advanced

modulator presented in [30], supporting configurable second-

order phase modulation. We opt for this flexible framework

instead of directly fixing the physical layer parameters be-

cause the ASIC implementation naturally freezes the digital

design, making it unmodifiable post-implementation. To mit-

igate this inflexibility and allow further changes in the tag,

we chose to use this framework. After being triggered by the

synchronization receiver, the modulator first configures it-

self using parameters stored in the RAM. It then converts the

input 10MHz XCO clock to the desired sampling frequency

and shift frequency using programmable frequency synthe-

sizers. Finally, it performs backscatter modulation based on

the configured parameters.

Next, we discuss how this design enables NanoScatter

tags to perform OFDMA concurrent transmission. Two main

parameters of the generic phase modulator are configured:

subcarrier phase and subcarrier frequency. The modulator al-

lows each tag to perform frequency shifting with a resolution

of 4.7Hz and a range of 0MHz to 10MHz. This flexibility

allows each tag to be configured to a target subcarrier fre-

quency by deriving the frequency code for the modulator.

Suppose the total bandwidth is 𝐵𝑊 ; then each tag can be

assigned a subcarrier 𝑓𝑖 = 𝑖
𝑁

× 𝐵𝑊 , where 𝑁 is the total

number of subcarriers. Additionally, each tag’s subcarrier is

shifted 2MHz away from the single-tone excitation signal

frequency. This shift is achieved by adding the 2MHz NCO

phase to the subcarrier’s phase. Each tag performs BPSK

modulation, where the phase is loaded at the initial sample

of the symbol, carrying the bit information.

Finally, the generic phase modulator outputs the phase

𝑝ℎ𝑎𝑠𝑒𝑖 (𝑡) that satisfies the following expression:

𝑝ℎ𝑎𝑠𝑒𝑖 (𝑡) =
{
2𝜋 × (𝑓2.5MHz + 𝑓𝑖 )𝑡 + 0, when bit = 1

2𝜋 × (𝑓2.5MHz + 𝑓𝑖 )𝑡 + 𝜋, when bit = 0

(5)

The phase signal is then converted into a 1-bit control

signal for switching the antenna load in the backscatter tag’s

impedance network. As illustrated in Fig. 14, 𝑍𝐿1 is chosen



Figure 14: Backscatter baseband circuit design.
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when 0 ≤ 𝑝ℎ𝑎𝑠𝑒𝑖 (𝑡) < 𝜋 , and 𝑍𝐿2 is chosen when 𝜋 ≤
𝑝ℎ𝑎𝑠𝑒𝑖 (𝑡) < 2𝜋 .

3.3.2 Meeting link budget. After designing the baseband

for backscatter modulation, we now determine themodulator

parameters to meet the link budget. Our key insight is that

by using a narrow-band design, we can achieve long-range

backscatter communication.

We define the bandwidth of each tag as 𝐵𝑊 /𝑁 , where 𝑁

is the total number of subcarriers. The noise in the 𝑖𝑡ℎ tag’s

subchannel can be continuously reduced by decreasing the

total bandwidth 𝐵𝑊 :

𝑃𝑁 (𝐵𝑊 ) =
∫ 𝑓𝑖+ 𝐵𝑊

2𝑁

𝑓𝑖− 𝐵𝑊
2𝑁

𝑃𝑆𝐷 (𝑓 ) ·𝑑 𝑓 ·𝑁𝐹 ≈ 𝑘𝑇 · 𝐵𝑊
𝑁

·𝑁𝐹, (6)

where 𝑃𝑆𝐷 is the power spectral density of thermal noise

in the channel, 𝑘 is the Boltzmann constant, 𝑇 is the tem-

perature in Kelvin, and NF is the noise factor of the receiver,

which is typically 3 dB. This equation shows that reducing

the bandwidth decreases the noise power, thereby increasing

the SNR even when the signal power is very weak.

In Fig. 15, we present the backscatter SNR as the band-

width (𝐵𝑊 ) increases from 312.5 kHz to 10MHz across dif-

ferent symbol lengths 𝑁 . The transmission power of the tag,

𝑃tag, is calculated using the Friis equation [20, 27], and the

SNR is given by 𝑆𝑁𝑅 =
𝑃tag

𝑃𝑁
. The value of 𝑃tag used in the cal-

culations is an empirically determined −110 dBm, reflecting

the worst-case scenario, where the tag is positioned at the

midpoint between the transmitter and receiver. The results

show that when 𝐵𝑊 is reduced to 312.5 kHz, the backscatter

tag can successfully communicate at the midpoint when the

transmitter and receiver are 100m apart, achieving a the-

oretical SNR exceeding 30 dB. Based on these findings, we

select 312.5 kHz as the optimal bandwidth and 512 as 𝑁 to

maximize the SNR while achieving a sufficient data rate. To
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Figure 16: NanoScatter tag.

mitigate residual synchronization errors, a cyclic prefix (CP)

of 16 samples is added to each symbol.

4 Hardware and IC design

In NanoScatter, the basestation Tx is implemented with

a USRP B210 device. The Tx device transmits the wake-up

signal, synchronization frame, and single tone at 433MHz.

The transmitting power level is elevated to 30 dBm by adding

a customized power amplifier (PA) to the USRP. The receiver

is another USRP B210 device operating at 435MHz, aligned

with the 2MHz frequency shift performed by the tags.

As illustrated in Fig. 16, Each NanoScatter tag is built

upon a custom integrated circuit fabricated using the SMIC

40 nm ultra-low-power process and mounted on a custom-

designed printed circuit board (PCB). The digital circuits of

the tag are synthesized using Synopsys DC, while the analog

circuits are designed in Cadence Virtuoso. The die is directly

mounted onto the customized PCB using wire bonding. The

PCB itself is entirely passive, containing no active compo-

nents and operates independently without the need for an

external daughterboard. Following we will introduce the

detailed design of the circuits.

Unless otherwise specified, the antenna used on the Tx

has a measured gain of 2 dBi, while the antennas on the tags

and Rx have a measured gain of −3 dBi.
4.1 Wake-up receiver

The entire wake-up receiver operates at 0.4V with a clock

frequency of 2 kHz. The circuit is illustrated in Fig.17(a), and

its implementation details are as follows.

Rectifier. We utilize a transistor-based pseudo-balun rec-

tifier. The gate and source terminals of the transistor are

merged, forming a unified terminal. Consequently, the tran-

sistor functions as a diode, with the anode being the drain

terminal and the cathode being the unified gate-source termi-

nal. To enhance sensitivity, the rectifier adopts a differential

architecture, with each side employing a 2-stage Dickson

rectifier structure.

Clock-driven comparator. Following the rectifier, a clock-

driven comparator is employed to demodulate the OOK sig-

nal by comparing the real-time analog envelope signal with

the dynamic threshold. To conserve power, the comparator

uses a tiny capacitor to sample the voltage from the rectifier

at the clock’s rising edges, performing voltage comparisons
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at the clock’s falling edges. How the dynamic threshold is

generated is to be presented below.

Dynamic threshold. The comparator’s dynamic thresh-

old is controlled by a digital integrator as illustrated in Fig.17(b).

Each time the integrator reads the comparator output 𝐷𝑖𝑛 , it

adjusts the threshold level by incrementing or decrementing

the value stored in its register based on 𝐷𝑖𝑛 . This register

value is then converted to an analog voltage at the nega-

tive input port of the comparator by using a nW capacitive

digital-to-analog converter (CDAC). This feedback mecha-

nism ensures that the threshold adapts dynamically to the

variations of input signal, maintaining near-optimal detec-

tion sensitivity.

Digital correlator. The digital correlator calculates the

correlation between the 1-bit comparator output sequence

{𝑋𝑖𝑛 [𝑛]} and a stored local sequence {𝑋0 [𝑛]}, where 𝑛 ∈
{0, 1, 2, . . . , 𝑁 − 1} and 𝑁 is the correlation length. If, at a

moment 𝑡 = 𝑇0, the input sequence matches the stored local

sequence, i.e., ∀𝑖 ∈ {0, 1, 2, . . . , 𝑁 −1}, 𝑋𝑖𝑛 [𝑖] = 𝑋0 [𝑖], the cor-
relator outputs a logic ‘1’ as a wake-up flag. In our hardware

design, the value 𝑁 is set to 16.

Relaxation Oscillator. The relaxation oscillator gener-

ates the clock signal for both the digital correlator and the

comparator, operating at a frequency of 2 kHz. This low fre-

quency helps achieve power consumption in the nW range.

The oscillation period is determined by the capacitance and

resistance within the circuit. Compared to a ring oscillator,

another common low-power oscillator, the relaxation oscil-

lator is more power-efficient at kHz-level frequencies.

Low-voltage operation. The wake-up receiver operates

at a reduced voltage of approximately 0.4V, within the sub-

threshold region. In this region, transistors are partially con-

ducted, significantly lowering the total power consumption

compared to standard voltage conditions.

4.2 Backscatter circuit

In addition to the digital baseband introduced in Sec. 3.3, the

backscatter circuit includes the following components:

Voltage regulators. These regulators obtain power from

an external energy source (such as a capacitor for energy

storage) and provide a constant output voltage. The regu-

lators used include 1.1V LDO circuits for the backscatter

circuits, and 0.4V LDO circuits for the tiny RAM.

Reference circuits. These circuits generate a reference

voltage source and a reference current source that are in-

dependent of the chip’s supply voltage, temperature, and

process variations.

Low-power register.This register stores all programmable

parameters of the circuit, which can be accessed and mod-

ified by SPI ports. The programmable parameters include

the analog circuits’ configuration bits, backscatter baseband

parameters, and backscatter payload data.

XCO. The crystal oscillator comprises an off-chip 10MHz

crystal and an on-chip crystal driver, as shown in Fig.17.

To expedite the oscillator’s start-up process, we use a ring

oscillator operating at the same frequency to provide an

initial injection signal, which is turned off once the start-up

is complete.

4.3 Battery-free operation

NanoScatter realizes battery-free operation through RF

energy harvesting. The energy harvesting circuit consists

of a rectifier for AC-DC conversion, a charge pump circuit

that increases the voltage output, and a power management

unit to control the charge and discharge states. The rectifier

is external to the chip and is made of an SMS7630 Schottky

diode.

The harvested energy is stored on an off-chip capacitor.

Unlike FPGA/MCU-based prototypes that require an expen-

sive supercapacitor for energy storage, we utilize a cost-

effective and widely available multi-layer ceramic capacitor

(MLCC) with a capacitance in the µF range. The power con-

sumption of each stage, as well as the achievable number of

workflow cycles after energy harvesting, are evaluated in

Sec. 5.1.3.

5 Evaluation

5.1 Micro-benchmarks

5.1.1 Wake-up receiver. (1) Sensitivity measurement.We

measure the wake-up signal detection rate under different
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Figure 18: Sensitivity of the wake-up receiver and the

synchronization receiver.
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Figure 19: Delay distributions of the wake-up and the

synchronization process.

transmission power levels via a wired connection. The wake-

up signal is transmitted by an Agilent E4438C analog signal

generator, which precisely controls the output power level.

The wake-up receiver is directly connected to the transmitter

via a coaxial line. A successful wake-up event is defined as

the successful demodulation of all 16 bits in one wake-up

signal transmission. Sensitivity is defined as the transmission

power level at which the packet detection rate exceeds 99.9%.

The resulting packet detection rate is illustrated in Fig. 18a,

indicating that our wake-up receiver achieves a sensitivity

of -51 dBm. When the input power exceeds -51 dBm, the

packet detection rate consistently reaches 100.0%.

(2) Delay distribution. We connect both the transmitter

RF signal and the tag’s LNA enable flag to an oscilloscope

to monitor the wake-up delay, using the end of the wake-up

signal as the reference point. Our experiments accumulate

the results of 1 × 10
4
receptions. As shown in Fig. 19a, the

wake-up delay ranges from 6.2ms to 6.8ms, which aligns

with our estimations shown in Fig. 10.

5.1.2 Synchronization receiver. (1) Sensitivity measure-

ment. Similar to the wake-up event measurements, we use

an oscilloscope to monitor a debug pin that indicates the

backscatter flag, signifying successful synchronization. For

this measurement, we bypass the wake-up receiver by keep-

ing the wake-up flag always high. The transmitter is wired

directly to the synchronization receiver via a coaxial ca-

ble. We control the transmitter’s power level and record the

packet detection rate across 1000 consecutive synchroniza-

tion frames. The results, as shown in Fig. 18b, indicate that

the sensitivity, defined at a packet detection rate of 99.9%, is

-54.5 dBm.
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Figure 20: Backscatter after RF energy harvesting.

MLCC capacitors of 76 µF and 152 µF are used.
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Figure 21: Power consumption with time.

(2) Delay distribution. To measure the synchroniza-

tion delay, we monitor both the transmitter and the tag’s

backscatter flag using an oscilloscope, with the start of the

synchronization frame as the reference point. As illustrated

in Fig. 19b, the synchronization delay ranges from 0.02 µs

to 0.90 µs, aligning well with the estimated accuracy of 1 µs

achieved using 1MHz sampling rate in synchronization.

5.1.3 RF energy harvesting. (1) RF energy harvester sen-

sitivity. We perform wire-connected measurements to accu-

rately obtain the sensitivity. In the wired measurement, we

use a coaxial line to connect the analog signal transmitter

Agilent E4438C and our tag. We monitor the voltage of the

76 µF capacitor and find that -16 dBm is the sensitivity of our

RF energy harvester.

(2) Backscatter with harvested energy. We now measure

the voltage of the energy storage capacitor after harvesting

enough energy. we set the charging end to 2V, which is

the start voltage when the backscatter process begins. As

shown in the blue curve in Fig. 20, each voltage drop in the

voltage-time curve represents one cycle of backscatter com-

munication. It spends 10 s to use up all the energy on the

76 µF capacitor after 6 cycles of operation. In this process,

the voltage drops from 2V to 1.2V, the lowest voltage for

normal operation. If replacing the capacitor with a larger one,

we can obtain a longer discharge time. After that, the tag

returns to the state of energy harvesting. The orange curve

in Fig. 20 shows the discharge time when using a 152 µF

capacitor. It realizes 16 cycles of backscatter communication

and a duration of 22 s.

5.2 Power consumption

Wake-up receiver.We first measure the power consump-

tion of the wake-up receiver alone. Our chip does not have di-

rect I/O exposure formeasuring thewake-up receiver current

(𝐼0). However, the entire chip and the backscatter radio do
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Figure 22: Indoor floor plan and experiment setup.
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Figure 23: Indoor LoS performance.

0 10 20 30
Tx-tag Distance (m)

10-3

10-1

BE
R

Loc. A
Loc. B
Loc. C

0 10 20 30
Tx-tag Distance (m)

0

100

200

300

400

500

G
oo

dp
ut

 (b
ps

)

Loc. A
Loc. B
Loc. C

Figure 24: Indoor NLoS performance.

have LDO I/O exposure. Thus, we measure the current of the

whole chip (𝐼1) and the current of the backscatter radio alone

(𝐼2). Using Kirchhoff’s first law, we calculate the wake-up re-

ceiver current as 𝐼0 = 𝐼1−𝐼2 = 0.726 µA−0.582 µA = 0.144 µA.

Additionally, using the LDO debug I/O, we measure the volt-

age across the wake-up receiver circuit, 𝑉0 = 0.4V. Summa-

rizing these measurements, the total power consumption of

the wake-up receiver is 𝑃 = 𝐼0 ×𝑉0 = 57.7 nW. This measure-

ment was conducted using a high-accuracy digital ammeter,

the Keysight 34470A, which offers pA-level precision.

NanoScatter tag. We power the tag at 1.5V using a

bench voltage source and place an ammeter in series with the

circuit for accurate current measurement. The transmitter is

controlled to send the excitation signal, and the current vari-

ation 𝐼 (𝑡) is simultaneously recorded. The power consump-

tion is calculated as 𝑃 (𝑡) = 𝐼 (𝑡) × 1.5V. The results, shown

in Fig. 21, indicate that the power consumption during idle

listening, synchronization, and backscatter communication

are 1.1 µW, 61.4 µW, and 43.2 µW, respectively.

5.3 Indoor performance

Now we evaluate the indoor performance of the NanoScat-

ter system. The experiment setup is depicted in Fig. 22. A

tag is randomly selected and placed in the corridor of an
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Figure 25: Outdoor experiment setup.
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Figure 26: Outdoor performance of concurrent tags.

office building, with the transmitter positioned at the cor-

ridor’s end near the staircase. All office rooms are isolated

with concrete walls exceeding 20 cm in thickness.

In the line-of-sight (LoS) setup, the receiver is placed

100m away from the transmitter. For the non-line-of-sight

(NLoS) setup, the receiver is placed at three different loca-

tions (marked as A, B, and C) within a room.

The indoor LoS results in Fig. 23 demonstrate that the tag

can communicate reliably at any position within a Tx-tag

distance of 66m in LoS scenarios, achieving a BER below

10
−5

and a stable goodput (error-free throughput) around

447 bps. When the Tx-tag distance reaches 66m, the BER

suddenly increases because the wake-up receiver fails to

demodulate wake-up signals, which further causes empty

uplink packets.

The NLoS results in Fig. 24 illustrate the BER and goodput

under NLoS scenarios. These results indicate that even when

the Tx-Rx path includes multiple concrete walls as obstacles,

the backscatter signal can still be demodulated with a BER

below 10
−3

and a goodput above 400 kbps, with a Tx-tag

distance of 14m to 24m. Among the NLoS locations, the tag

at location A outperforms those at locations B and C, due

to the presence of richer reflection paths enhancing signal

propagation.

5.4 Outdoor Performance

The setup for evaluating outdoor performance is illustrated

in Fig. 25. We deployed six tags for concurrent backscat-

ter communication, placing them between the transmitter

and the receiver. The transmitter operates at a transmission

power of 30 dBm at 433MHz and is positioned 100m away

from the receiver.

The performance metrics, including BER and goodput, at

various locations are presented in Fig. 26. The concurrent



tags demonstrate reliable communication at any location

within a Tx-tag distance of 100m. Most tags maintain a BER

below 10
−3
, and the aggregated goodput exceeds 2.1 kbps.

The BER and goodput fluctuations observed among the six

tags outdoors likely stem from uneven ground conditions,

which cause random changes in antenna orientation and

variations in antenna gain at different locations.

5.5 Comparison with SoTA

Tab. 1 summarizes the performance comparison with SoTA

systems supporting concurrent backscatter communication.

Since other works lack goodput metrics, throughput val-

ues are used where applicable. The tag Rx power reflects

downlink power consumption during idle listening and syn-

chronization. Key points include: (a) NanoScatter achieves

10 µW-level measured power for both uplink and downlink,

while others report 100 µW-level power or lack measured

data. (b) NanoScatter supports a maximum Tx-tag distance

of 100m, maintaining communication throughout, unlike

other systems constrained by downlink range.

Table 1: Comparison with other works

NetScatterDigiScatterP2LoRaNanoScatterPerformance

NANA320 μW43 μWBackscatter power
(measured)

NANANA1 μW/61 μWTag Rx power 
(measured)

<25 m<6 m<30 m100 mTx-tag distance

256/256300/1019101/1016/512Concurrency 
(exp./limit)

NA0.5 μs>4.5 μs1 μsSynchronization 
accuracy

0.9 kbps18.8 kbps0.1 kbps0.5 kbpsGoodput (per tag)

6 Discussions

Dynamic range. Dynamic range is not critical for the Rx

due to the 2MHz frequency shift applied by all tags, which

enables filtering out the strong Tx signal and isolating the

backscatter signal for reliable reception.

Power consumption in idle listening. The wake-up

receiver’s power consumption is 58 nW, yet the total tag

consumption during idle listening is higher at 1.1 µW. This

discrepancy arises from our use of a conservative LDO to

ensure that the chip can be operational after power-on. If a

more aggressive design were used, simulations suggest that

a 100 nW LDO could suffice, which is our future work.

Available tags. Our experiment utilizes six tags, con-

strained by the need for manual measurement and individ-

ual tuning of customized ICs. Automating this process can

enable a scalable and efficient deployment of tags, which is

already a mature method in the industry.

Limited data rate. The data rate of each tag in our system

(0.6 kbps) is a deliberate trade-off between SNR under the

maximum range and the data rate. It can be increased by

expanding the bandwidth 𝐵𝑊 as illustrated in Fig. 15.

7 Related Works

(1) Wake-up receiver. IC-based wake-up receivers can re-

alize nW-level power while achieving high sensitivity in

various bands [31–33]. Our work leverages the nanowatt

wake-up receiver to reduce downlink power.

(2) Backscatter communication. Backscatter commu-

nication is known to be a promising technology for achiev-

ing µW-level wireless uplink. Apart from RF backscatter

[3–13, 23, 24, 34–39], recent advances in backscatter commu-

nication include the support for terahertz electromagnetic

wave [40], and underwater backscatter [41, 42] supporting

acoustic wave. Most of these works are functionally veri-

fied by FPGA/MCU-based prototype, with modulator power

simulated by IC design tools.

Recently, a few studies have explored backscatter commu-

nication using real IC implementations. SyncScatter explores
IC-based Wi-Fi-compatible backscatter previously tested on

FPGA/MCU-based prototypes [26]. However, it is limited

to 802.11b protocol, and only supports 1-2 tags coexisting,

limiting its scalability for A-IoT applications. Additionally,

Jeeva Wireless reportedly designs chips based on academic

innovations, but the specific performance and technical de-

tails are not publicly disclosed [43]. This paper proposes

the first backscatter network with complete IC integration,

addressing the existing limitations.

(3) Ultra-low-power receivers: As backscatter commu-

nication performance improves, the low-power downlink

becomes a critical bottleneck. Recent studies have explored

long-range downlink solutions [23, 24, 44, 45]. However,

none of these approaches achieve high sensitivity with power

consumption below 100 µW, making them unsuitable for A-

IoT applications.

8 Conclusions

In this paper, we introduce NanoScatter, an IC-based con-

current backscatter network system designed to meet the

critical requirements of ambient IoT that so far have been

performance gaps, including unreliable power estimation,

underexplored downlink, and synchronization challenge for

high-concurrency. Our design provides a concurrency capac-

ity of 512, and evaluation results show that it achieves 58 nW

idle listening and 43 µW communicating, with downlink sen-

sitivity of -51 dBm and can concurrently communicate at

arbitrary point between the Tx and Rx with a Tx-Rx distance

up to 100m. NanoScatter tag can also communicate in a

battery-free manner with RF energy harvesting.
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